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— where we suppose all =; with <<z
already distributed as in S, — another sum
S'> S where the product 7m.myq++smus
N.4r41 Will appear; this being achieved by
permutating in S either #n.4:4; and n, or
N+ Ny and k + 1 factors of B.

We remark here that with this operation
we intend to assemble in the same term, the
elements m., 7M..q, +++ Noyr, Nsprer) SO the
terms with less than % -+ 2 factors will be
already formed like in S, and m.y;4; will
not appear in anyone of these terms.

For this reason B will be, in fact, a pro-
duct of at least % + 1 factors.

Let us interchange then 7.4, with n..
We get

SlﬂA‘ﬂ;"'ﬂ;+kﬂ;+k+1+B"na+R
and
8y —8=®yr41— ) (4 20 Moy — B).

As our aim is to obtain a sum S'> S,
if 8;— S< 0 we interchange n.:-+%7..;
with &+ 1 factors of B . In this case we obtain
SQEA . N-n,,, -+ B N "'72:+k'ﬂ:+k+1+ R
where B = N.B' and N is a product of
k+1 factors, and we can show that
SQ—S_—"(’R; slsie n:-]-k_"N) (Blﬂ=+k+1 —4A ?1,;)}0.
In fact we have #n....m..,< N and on
account of the inequality An. .. 0,434, >B=

= NB' (implied by §;— 8<0), we get
B'< A. Multiplying this one by 7., x41 < 7.
we obtain B'n,. . < An, which proves
the assertion.

The other operation is concerned with the
fact that each term of j factors (for example
M:Mzpq e+ Nz4j-1) can be constructed within
another one which may be a product of more
than j factors. As all n; are greater than 1,
if we interchange the product m..:: m.y;y
with another product of j factors as well,
say mngmy---m;, which is already a term of
the initial sum, we get a new sum equal or
greater than the former.

In symbols, from

S=nanb---m+An:n;+1---n:+_,~_1—|~R

where all #; with ¢ <z are already distri-
buted as in S, weget 8'=mn..-- .41+
+ A4 .2,---m+LR and 8'— S=(n+ nspj—
— g my) (L —A4) >0 for n.voomyj1 <
< Mgy and 4> 1.

By means of this two operations we can
get the sum S, from an arbitrary one, say
Sy, through intermediate sums which will
take sucessively nondecreasing values and
thus Theorem 2 is proved.
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On the stochastic convergence of random vectors
in real Hilbert space

por Jodo Tiago Mexia

1. Introduction
The main objectives of this paper are:

¢ — to obtain lower bounds of the proba-
bility of events that are the intersection of a
denumerable or finite family of events, rela-
ted each one with a random variable.

7t —to study the stochastic convergence
of sequences of random vectors as arising
from conditions imposed on the sequences of
the components with the same index. The
case we are mainly interested in is when the
vectors have denumerable sets of components
although we also consider the case when
there is only a finite number of components.
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To accomplish (?) we will jointly utilize
the technique of passing to the comple-
mental and probability inequalities of the
TCHEBYCHEFF type namely the BIeNAvME-
-TcEEBYCHEFF and PEARSON inequalities. To
accomplish (#Z) we take the results pertaining
to (¢) as a point of departure and utilize a te-
chnique introduced by Traco DE OLIVEIRA [D].
We shall begin with the study of the denu-
merable analogue of the multinomial case,
then we will generalize our results to larger
classes of random variables and, using the
same technique, obtain new results. After-
wards and through the same methods we
will reach specific results concerning the
finite case. We end presenting consistent
estimators of the quantities introduced.

2. A first case

The, results presented in this section are
contained in the laws of large numbers
obtained for randon elements in Banach spa-
ces by Epite Mourier [3] but are derived
through a much more elementary technique.

Let us start by obtaining some fundamen-
tal inequalities; from

Br ( [j A,—) F i Pr(4))
i=1 i1
and
(1) (4 B)- (Pr(4) £ Pr(B)

we have

(&)l T EX (ﬁ A,—) =1-"Pr (CJ A?) 0
i=1 i=1

S 1— 3 Pr(4)

im]

it is easy to give to (2) the following form
with a more general tarn :

@) (Wi~ @Pr(d)>1—g)]~

— (Pr(ﬁ A;) ST qi);(£=1,---,Nu-).

In the finite case:

@ [vi-Pr(d)x1—9g)]~

- (Pr (h A;)é 1— i q;); (F=1;,: 0 N):
i=] i=1

Let us consider a probability space with a
denumerable set of possible outcomes w;
with probabilities «p;», andlet «n;» be the
number of times that in «n» experiences we
obtain «w;» . We have

(ﬂ ( -"Ei—pn<e>>§1—

=1\
—ZPr(l—-——-pllLe)Ll—

Zp*(l p) ll 2 Pi e N 1

= ne2 1 g2 n &2

as follows from inequalities (2) and from the

BieNAyME-TCHEBYCHEFF inequality: so that
we obtain :

2 2 1| n i1

D)l " Br — — _—
o =(Dlsas =)

Let us study the stochastic limit of:

and prove:

ProrosiTioN 1.

S

im=]

n;

-—~-—-—p.~ B0

n
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P: Let us write:

o
N (¢) = Min Z pix1— 5/4};
N

i=]

and
=+ e
n;
Y, = S
n Z n
i=N(e)+1

It's easy to see that N(¢) is finite and de-
pends only on «c» and Y, has mean value:
+ o
2 pi. We also have

=N(g)+1
g n; E
(= st
QR L0
ne
and :

Zp.

Pr (I Y, —
| i=N(E) +1

which are consequences respectively from
() and from the BErNoULLI theorem. Let

o
us observe that Z is the sum of
i=1

the absolute values of positive deviations

n;
el

(% >Pi) and of negative deviations:

(1) Let us suppose that the indexes «i» where
classified, through classifications C;, j=1,...,7, in
disjoint subsets C7,;, and write:

Using first

<+)))>

nje=' 3 ‘m; and pli=" 3 p;.
% SE
(5) and then (4) we obtain

e (R

n
Sy

J’?l

p])‘

lns,

+c0 A

(% = p;) . 2 p: £ —, implies that the
i=N(e) +1 4

sum of the negative deviations must be

S -i—; this fact jointly with

;Y,,,-—- Z p1i<‘i'3

i=N(%) +1

implies that the sum of the positive deviations
must be <e¢/2. As we have

[é( P"<4N())]

q(hﬁ) &—px‘< )

i=]

we see that
+ o i c

i [( =N (2) +1
n[0(F-2l< @)l

;1-%(4(N@))2+1).

From (4) and the definition of N(¢) follows
Pr{ A ) pi’<i) n
=N (H+1 -
ﬂﬂ(

0([=rl<ag)])>

S-S @WER+HD)

and then, from (1), we get:
©) Pr(z %—p:{<s)é
i=l1
4
S1— 2 a@wEr+
ne? >

which proves the desired result.
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Let us define now the stochastic convergence
of random vectors in an HILBERT space by

(7) (@n2a) if and only if:

( i(an,i— a;)g.’lﬂ)
=i

where a, — (@,3) = (a;)). We have

® Dla—b|x E(a;— N

=]

whose truth is verified easily by squaring
both sides of the inequality. From (7) and
(8) follows

9) (2 s s e o) ~ (2,2 a)
i=1

s0 we have

1 -
—-—-‘?I ->_p

(10)
where 7 = (n;) and ;: (p:). We also
have, due to (1), (6) and (5), the following
stronger result:

(1) Pr( 2(~—p7 );

él——-—g(et(N(e))E-I—l).

Observing (6) and (11) we conclude the

smaller N (c) is the better. As Y, p;i=1 is
i=1
a series of non-negative terms we can reor-

der it. Let E pi=1, be the series after the
Ji=1

terms having been reordered in decreasmg

order and write

N(s)..._Mm{Zp.,l.l—elér]

Jj=1

it is easy to see that

(12) 1£N(E) ZLN(E)-

As we see that % ¢ <1 we may have

p1 > q and whatever N we may have

}_’1<% we see that it is impossible to
i

obtain distribution — free bounds for N(e)
and N(g).

3. Generalization of the results

We will now consider larger classes of a
random variables, The PEARSON inequality :

B,
s"

(13) Pr(]

where «f,» is the r — th order absolute
moment of the deviations of «x» from its
mean value may be found in Savace [4].
From (3) and (13) we get:

oo oo 8
1) Pr(ﬂ(|w.-—m<ea)él-2 :
= i=1
where «f,,,;» is the r; — th order absolute
moment of the deviations of ex;» from it's
mean «p» . Let’s now generalize proposi-
tton 1. We have:

PROPOSITION 2. Liet |an|, with = (2n,:),
be a sequence of random vectors in a real
HiLserT space with non-negative (non-
-positive) components, whose mean values
«pp are independent of «n». If, whatever

may be «n», we have D :=H< + o,

il
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+ o
and : Z Brn,i—>0,
i=]
r-th order absolute moment of the deviations
of «r,,» from «p;» we have

where «f8,,,,» is the

—

2,55 where p=— ()

P: In Kormocorov [1] it is proven

o0
that if the series || is convergent,
i=]

(=] oo
the mean value of D, a; is D, pf, where

i=1 i=1

=]
pi is the mean of w;, so that H= D u,.
i=1

We can now write

N
N* (£) =Min lZ NH—¢ u,]
+ 7 N¥(g)
and Yn = 2 Ly, = H— Z s
i=N*(0)+1 =1

Using

BIS Pr i@, — wi|>af a7,
and

(2 Bronye~ 0) > [ 7 (@05 )]
i=T

we see that [vz'w (a5 )] So as

1) Mantammg the definitions of CJ ,i, supposing
only that they are finite, and of pJ ; and writing

Y;,i= X @ we obtain by using first (14) and
iscig
then (4)

v 0
(2) Pr(.01<.nl(|y§""1§"]{EJ':")))>
g=lhi=
Sz pin
j=1:l &'

where the definition of ﬂBr}.

» is analogues to that
of ﬂr‘., e ;

iy fad

N*(e) depends only on «e»; and as if
g(z ---2y) =u, where «g» is conti-
and [V 72— (232 )], then
ut =g (21, ,2y) 5 u, Mexia [2]; we have

nuous,

N*(g) +
n S H— 2 B = 2 i
o i=N¥(e) + 1
so that
| + @ €
p,l=l’r”yn~— p,'é—}qo
#e)+1 | 4

Using (14) we obtain

2(0 ('“’“ ol el

s SANE(ON Z(ﬂa.nl

" o

Then through the same teclnique that we
used in proving proposition 1 we obtain:

(15) Pr(% |y — | < e) >

*
NG (J(l\/

@ 56, ) -2

=1 n—+ -+ oo

from (1) and (8) we have:

(16) Pr( i (@0, — P < 5) Y
i=]
e b (M Zgrﬂl_}_};") —+ 1
=3 s i=1 W= H-"co

Our thesis is now proved.

Observing (15) and (16) we see that the
smaller N*(c) is the better, as before we
can introduce:

N‘*()—Mm{zhhﬂ—-eﬂ}

i=1

where the «u» are the «u» reordered in
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decreasing order. We see that:

an 12 N*() 2 N*()

We will now obtain a result related to
proposition 2 but free from the restrictions
we imposed on the sign and mean value of
the components :

ProrosiTION 3(1). Let {.;,:,.i , with z, =
= (x,,;), be a sequence of random vectors
in an real HILBERT space with means «p,,».
If there exist positive numbers «/,,;» such that

for If“= 2 kn,,;, and f(n == Z Br,",i/k:«;,i
i=1 i=1
we have:
Hy K, -0
n— 4 o
then
E |Za,i— pn,i| 50

i=1

and if there are numbers «a;» such that
e =T —r e
2 (pnyi— a)2 -0, then @,%a, where
i=1

; == (G',g) .

P: From (14) we have

Prliﬁﬂm,.,i—

i=1]

:;1——2

1};. i=1

pi| < a k!m‘)] >

r n, i »A— n

r

hn i Tn

as

l:ﬂ {lmﬂ-i'_ f"lii <ﬂr=kn,i):| -

i=]

o
(Z lxn,i“‘“

P-n,il<ﬂan)

using (1) we get

Pr(z !m":i_P";i|<ﬂn Hu) él—— K

i=1] ‘ﬂ;
putting =, = ¢/H, we obtain

(18) (Z |2,

i=1

Fnu<)é ?

K, H, Wt

e n —+ 4+ co

(19) Pr( S (o — B < s) S
i=]

H, K, o]

e n —+ 4+ co

>1—

due to (1) and (8) we then

1=

due to (1) and the triangular property of
metric we get:

> ( S e
i=1

\/Z (ﬂ«*&lu. )_

H, K,

€ n —+ 4 oo

(20)

so that we see that out thesis is now proven.
Propositions 2 and 3 can easily be gene-
ralized if instead of considering only mo-
ments of the »-th order we would consider (t
moments of orders 7, ; Zr.
We now will prove:

ProrosiTiox 4(1). Let A be an real Hir-
BERT space; «g» a continuous function defi-

(1) If we admit that «g» is i. e. then it can be
shown in the same way that:

®) @3 2) — (9 @) > 9(®)-
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ned in A, and [_:;n} , where ;n=(l'n.|‘); a
sequence of random vectors of 4 and such
that

a) There exists a: A such that

d(gh,a) -0

where

= (pn,1),
has as compunents the mean values of the

-
components of x,.
b) There exist positive numbers «fy, »

for which I[,, K, - 0. Then g(w,,) Lg(a)

=>4+ 00

D: Due to the fact that «A» is a real
HiLBERT space and to (a) and (b) we have:

x, 5 a, «g» being continuous, for each ¢>0,
there exists n(¢) >0 such that:
@d(,a)<n(e)~(|g(6)—g(@)|<e)

80, due to (1) we have

Pr@d(,a)<p@E)LPr(g@)—
—g(@|<e)

80, as @, »a, we see that our result is now
proved.

We are now going to show by an example
that there are sequences for which the con-
ditions of proposition 3 are satisfied. Let us
take

+ o0
with S= X 2'Vsi< + and H(z) such

i=]

that
2<0~>H(x)=0; >0~ H(@®)=1
we get: [y n,i= -;-?; and if we write

o 8;
Bl = \/:; we get
= T

Ty = Z xe;lrn i 2 \/*u

i=1] ’ =]

42'\/l S50
e n

n — 4 co
and
S AL
n:“ ", n e
= n— -+ oo
s0 we have

H, K, 0

n— f+ oo

1t’s clear that the other condition is satisfied.

4. The finite case

We are now going to consider results for
the finite case. Let «a,---,ay» be ¢N» ran-
dom variables with mean values «p;» . From
(4) and (13) we get

T ) S S B
i we-yi<5i)é—- e
(zD[ =1 £t
and as

[h (1xf-p.-1<ea]a

i==1

(ZH&:—#-KZ&)

i=1
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due to (1), we get

Pr(Z e ml< 2 e)>
Gy

i=1

(1)

Let’s introduce in 2V the euclidean metric

d(&',‘é’)=\/§(ai-bg2 :
i=1

We have

[ (<)
(Y Ber<)

it’s easy to see, using (4), that
N - -
(22) [ﬂ (é!?n,,' -ﬁ- Gi):I - (E‘n-—i a)
i=1

— —r
where @, = (x.,:) and a = (a:).

5. Estimation of N(), N(:), N*(:) and
N ) -

Let us begin by the estimation of N(e).

We reorder the fractions % in decreasing

order: 2y, i,+,2,j,++-, and write

N
: 1
N (¢) = Min L A e
(E) 3\'1 { § & i 1 [4 a‘/ n I
and

1 -\'(5'}—1_
1=§(1-ﬂs/4_ 3 pj>.

71=1

There exists ﬁ such that

1
Vn

For n > E we have

[Q ( ‘ SN V() ]
<) N ()
(§ ZIIJ<1 4 S °‘/n<}_§1 )
N(e)-1 : 1 N() 3 .
(j=l ' I SVn j:lz“*-") g
— (N ()= N*(2))

so on account of (1), (5) and the transitive
property of implication we get

N ()2
(W—in_,l

n n—+4oo

@23) P,(N*(s) = N()xl—

If «s(n)» is a finite function we have:

24) plim(V2() — N(:)s(n) =

n— 4 oo

so we see that the asymptotic distribution
is a Heaveside distribution.
Using the same technique we obtain :

N (e )mM:n{i-ﬂ—iél-—sMﬁ%}

i=1

21 (5)= Min {2 @u,i S H—efd— Vf}
i

i=1
N*n(s)= Mm{z A A e \/K,,}
¥ e

where 7' >2» and the ¢Y, ;» are the «x, »
reordered in decreasing order. If s(») is a
finite function we obtain :

(25) 0=plim (¥ () — N(e) s (n) =
= plim (5”’\‘“ () = N* () s (n) =
= plim (N** () — N* () s (n)

so that the asymptotic distributions are also
the Heavside ones.
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Sobre as vérias maneiras de escrever as equacdes gerais
da mecénica dos sistemas com um delerminado
nimero finito de graus de liberdade

por P. de Varennes e Mendonca

1. Objectivo—Ao publicar este artigo 86
num aspecto o nosso intuito tera acaso exce-
dido objectivos meramente didacticos — o de
chamar a atengido para a superioridade for-
mal das equagdes de Mira FERNANDES (*) e
de assim procurar fazé-las sair do esqueci-
mento em que injustamente as mantém ainda
a maioria dos programas universitirios.

2. Preliminar — Consideremos o sistema
material C sujeito apenas a ligagdes bila-
terais.

Suponhamos ser possivel encontrar um
nimero u finito de pardmetros (coordenadas
gerais) q,(s=1,2,...,u) tais que todo o
ponto Pe C é fungio sdbmente dos ¢, e do
tempo t, univoca e bidiferenciavel :

(1) P=P(91=Q2;"';9u;¢)'

Entdo, o deslocamento virtual ¢P de P
no instante ¢ tem a expressio

@ p=Y :P

&

ags (s=1:2;‘“3“')

L3

() Fm.;ms, A. de Mizra (1940) — Equaziont della
Dinamica. «Portae Math,» 2: 1-6, 1941.

" e o seu deslocamento real dP no intervalo

de tempo elementar d¢ sucessivo ao instante
t vale

OO e e R I
dgs [)t

&

Sejam as seguintes as % < u equacdes de
ligaciio (compativeis e independentes) nio
consideradas quando da escolha dos w pari-
metros ¢, (diferenciadas quando hol6nomas):

4) Dodg+ndt=0 (r=1,2,...,k),

onde tanto os ®., como 0s u, sido funcdes
de t e dos ¢,. As equagdes (4) correspon-
dem num deslocamento virtual (compativel)
de C

®) 298¢ =0.

O sistema C tem, por conseguinte,
It =u — k graus de liberdade.

Tirem-se de (4) os valores de /4 dos dg, —
por exemplo, os de dgri1,dqrsg,--,dq,
— o substituam-se em (3). Entio, estas equa-
cles convertem-se em »



